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Research is what I'm doing when I don't 
know what I'm doing. Wernher Von Braun.



2006-05-26 2

L
u
c
a
 C
a
rd
e
ll
i

Continuous Time Markov Chains

A continuous-time Markov chain (CTMC) is a 
pair M=(S,R) where S is a countable set of 
states, and R:S×S→Real≥0 is the rate matrix(1).

P(s,s’) equals the probability that the delay of 
going from s to s’ “finishes before” the delay 
of any other outgoing transition from s.

The embedded discrete-time Markov chain. 
(N.B. when we do this, we loose information on holding time in each state)

The probability P(s,s’) of moving from s to s’
in a single step is:  

if E(s)>0 then P(s,s’)=R(s,s’)/E(s)

if E(s)=0 then P(s,s)=1 and P(s,s’)=0 for s≠s’.
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The exit rate E(s) = Σ(s’∈S) R(s,s’) denotes 
that the probability of taking a transition 
from s within t time units equals 1-e-E(s)t. 
(The time between state changes is a random 
variable with a memoryless distribution.)
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(1) The more standard generator matrix has –E(s) on 
the diagonal, which requires forbidding self-loops.

If R(s,s’)>0 for more than one state 
s’, then there is a race between the 
outgoing transitions of s. 
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CTMC Modeling Formalism

● CTMCs
– Finite State Machines with rates on transitions.

– All durations are exponentially distributed (memoryless)

– Well studied class of stochastic processes

– Efficient analysis algorithms for stationary and transient analysis

● We consider only:
– Modeling formalisms that map to CTMC’s

– But there are still quite a few of those:

● High level formalisms mapping to CTMCs
– Stochastic Petri Nets [Molloy]

– Markovian Queuing Networks [Muppala & Triverdi]

– Stochastic Automata Networks [Plateau]

– Probabilistic I/O Automata [Wu et al.]

– Stochastic Process Algebras [Herzog et al.] [Hillston]

Holger Hermanns
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Stochastic Calculi
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PEPA

http://www.dcs.ed.ac.uk/pepa/book.pdf

Labeled Transition 
Semantics
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(ordinary) ππππ-calculus

Syntax

Chemical 
Mixing

Reactions

Reduction Semantics
(with structural congruence)
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Stochastic ππππ-calculus

● Stochastic extension of π-calculus. 
– Associate a single parameter r (rate) in (0, 

infinity] to each activity a. 
– The rate and the associated exponential 

distribution describes the stochastic behavior of 
the activity.

a.P is  replaced   by   a@r.P

● Exponential distribution
– Guarantees the memoryless property: the time at 

which a change of state occurs is independent of 
the time at which the last change of state 
occurred. 

– I.e. we do not have to remember past states 
transitions (e.g. in the implementation).

– Conversely, if we do want to remember past 
transitions, we can do it by programming.

● Race resolution
– Races are resolved in a probabilistic competitive

way: all the activities that are enabled in a state 
compete and the fastest one (stochastically) 
succeeds. [Gillespie]

Labeled Transition 
Semantics
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The (Biochemical) Sππππ

This paper was motivated by the need to 
model “chemical” interaction laws and 
mixed choice. But it supports mixed choice, 
only over a distinguished set of channels 
with exactly 1 mixed choice per summation 
(homodimerization).

Labeled Transition 
Semantics
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StoPi

(unpublished)

http://www.cs.auc.dk/~bh/files/dat4project.ps.gz

This is the most detailed analysis of a stochastic pi calculus (with mixed choice) yet. 
However, the apparent rate is defined on the underlying abstract machine after 
translation, not on the pi calculus itself. 

Reduction Semantics
(with structural congruence)
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SPiM

Again, the 
apparent rate is 
defined on the 
underlying 
abstract machine. 

Reduction Semantics
(with structural congruence)
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Sππππ – A modern version Labeled Transition 
Semantics
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Sππππ – My favorite version
[A.Phillips]

Reduction Semantics
(with structural congruence)
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BioAmbients

● An extension of Sto-π-calculus
– Dynamic membranes: operations for 
merging, splitting, interacting through 
membrane channels.

– Implemented by Aviv Regev.

● An adaptation of Ambient Calculus 
– A process language for dynamic 
containers (mobile agents, distributed 
locations, etc.)

Processes can communicate 
across membranes

Membranes are processes; 
they can move in and out of 
other membranes
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Sππππ to CTMCs

● Theorem [Hillston, Priami]
– Let P be a finite control Sπ process. 
Then the set of derivative processes from P defines a finite CTMC.
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Gillespie

that’s Area 51!
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One State of the Simulation

6 possible 
reactions 
on AB

geneA

τ@geneACst

A

A A

B
B

B

AB@0.72?
? ?

! !

τ@dkB
τ@dkB

τ@dkB

τ@dkA τ@dkA

bA@0.19

geneBfree

!(new unb@ptnAunb)

τ@geneBCst

B

?(unb)

2 possible 
reactions 
on bA

1 possible 
reactions 
on each τ

!(new unb@ptnAunb)

Use Gillespie to pick a 
reaction and move on

AB

geneBbound

(François and Hakim example)
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Summary

● Stochastic process calculi: 
– The modular representation of 
concurrent stochastic processes.

– Cut down to CTMCs (Continuous 
Time Markov Chains). Then, 
standard analysis techniques are 
applicable.

– Can be given friendly automata-like 
scalable graphical syntax 
[A.Phillips].

– Is directly executable (via 
Gillespie).

– Are analyzable  [Hillston] 
[Hermanns].

A.Phillips, L.Cardelli. BioConcur’04.
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Q?


