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Motivation
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« Building synthetic (DNA) oscillators
o But this talk is not about that
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Outline

» Questions that nature has answered

o Building ‘good’ bistable systems
o Building ‘switches’ (switchable bistable system)

o Building switches with hysteresys (needed for good oscillators)
o Building limit-cycle oscillators

o Building robust oscillators that resist parameter variations

« Engineering solutions to the same problems

o Are they related?

o In nature there are chemical constraints
« Not all reactions can be easily implemented
« Not all molecules can perform all functions we want them to

 From the point of view of network structure

o Transforming a network and preserve some function
o “Program transformations”



Switches




The Cell Cycle Switch

Why this network structure?

(wee 3@

unreplicated

unreplicated
DNA

« Double positive feedback on x
« Double negative feedback on x
« No feedback ony

Why on earth .... 7?
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Numerical analysis of a comprehensive model of M-phase control in
Xenopus oocyte extracts and intact embryos
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MPF

dimers is left off the diagram to keep it simple.) (B) Positive
feedback loops. Active MPF stimulates its own production from
tyrosine-phosphorylated dimers by activating Cdc25 and
inhibiting Weel. We suspect that these signals are indirect, but
intermediary enzymes are unknown and we ignore them in this
paper. The signals from active MPF to Weel and Cdc25 generate
an autocatalytic instability in the control system. We indicate also
an ‘external’ signal from unreplicated DNA to Weel and Cdc25,
which can be used to control the efficacy of the positive feedback
loops. The letters a, b, e and f are used to label the rate constants
for these reactions in Fig. 2. (C) Negative feedback loop. Active
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A Bad Algorithm

L _

» Direct x-y competition
o X catalyzes the transformation of y into x
o y catalyzes nsformation of x into y

X +YyY—=X+ X
V+X—>SVY+y

* This system is bistable, but

o Convergence to a stable state is slow (a random walk).
o Any perturbation of a stable state can initiate a random =
walk to the other stable state.

o With 100 molecules of x and y, convergence el P
is quick, but with 10000 molecules, even at 4 "Wp y
the same concentration, you will wait for a . (* K{
long time. : ﬂw“'
: \J\&M«M\Jﬁ ,,‘ W‘\
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A Very Good Algorithm

L

 Approximate Majority
o Decide which of two populations is in majority

« A fundamental ‘population protocol’

o Agents in a population start in state x or statey.

o A pair of agents is chosen randomly at each step,
they interact ("collide”) and change state.

o The whole population must eventually agree on a
majority value (all x or all y) with probability 1.

Dana Angluin - James Aspnes - David Eisenstat

A Simple Population Protocol for Fast Robust b f ¥
Approximate Majority e e
X X

We analyze the behavior of the following population pro-
tocol with states @ = {b,x,y}. The state b is the blank
state. Row labels give the initiator’s state and column
labels the responder’s state.

- b y
x (x,x) (x,x) (x.b)
b (b,x) (b,b) (b,y)
y (3.0) (v.y) (y.y)



Properties

@ Using martingales, we show that with high probability,
o The number of state changes before converging is O(nlog n)

o The total number of interactions before converging is
O(nlog n)
o The final outcome is correct if the initial disparity is
w(y/nlog n)
@ [his algorithm is the fastest possible

o Must wait 2(nlog n) steps in expectation for all agents to

Interact
[Angluin et al.]

“Parallel time” is the number of steps divided by the number of agents.
Hence the algorithm terminates with high probability in O(log n)
steps per agent.

N.B. this bound holds even if the x,y populations
are initially of equal size!



Chemical Implementation

X+y—>y+b
V+X—>X+Db
b+ X— X+ X

b+y—>Vy+y
Alternatives: l_‘ l l l |
—> —>
X— X —T> b < T C < T
This too is a bistable system, but: This one gives no significant
« It converges slowly, by a random improvement over the above.

walk, hence O(n?).

* |t is unstable: any random
fluctuation from an all-x or all-y
state can send it (by a random
walk) to the other state.



directive sample 0.0002 1000
directive plot x(); y(); b()

valr = 0.1
new xy@r:chan new yx@r:chan

new bx@r:chan new by@r:chan
let x() =
do ?xy; b()
or lyx; x()
or 'bx; x()
andy() =
do !xy; y0
or ?yx; b()
or lby; y0
and b() =
do ?bx; x()
or ?by; y(

run 1000000 of x()
run 1000000 of y()

2000k molecules
1100k x
900k y

Gillespie simulation
of the chemical
reactions in SPiM.

All rates are equal.

Majority of x>y

[a=' SPiM Player 1.13
File Edit Simulation View Data Pens

directive sample 0.0002 1000
directive plot x(); y(Q; bQ

val r = 0.1
new xy@r:chan new
new bx@r:chan new

let x() =
do ?xy; b()
or !yx; x()
or !'bx; x()

¥
yQ

x@r :chan
y@r : chan

and y() =
do !'xy;

or ?yx;
or !gy;
and b() =

do ?bx; x()
or ?by; yQ

run 1100000 of x()
run 900000 of y()

N
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26406 SPiM
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0
0 0.0002

Simulation: Halted, Time = 0.000126 (511 points at 7.2856e-07 simTime/sysTime)

el oo

x(0)
y0

b0

Plotting: Live
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X+y—>y+b
V+X—>X+Db
b+ X—>X+ X
b+y—>y+y

Eventually:
all x
noy
nob



directive sample 0.0002 1000
directive plot x(); y(); b()

valr = 0.1
new xy@r:chan new yx@r:chan

new bx@r:chan new by@r:chan
let x() =
do ?xy; b()
or lyx; x()
or 'bx; x()
andy() =
do Ixy; y0
or ?yx; b()
or lby; y0
and b() =
do ?bx; x()
or ?by; y0

run 1000000 of x()
run 1000000 of y()

2000k molecules

Gillespie simulation
of the chemical
reactions in SPiM.

All rates are equal.

Majority of x=y (I!)

o5 SPiM Player 1.13

File Edit Simulation View Data Pens
directive sample 0.0002 1000 . SPiM o X —|— y % y —|— b

directive plot x(); y(Q; bQ 2e+06 — v0
val r = 0.1 b0 b
e / y+X—=>X+
R / b+ Xx—= X+ X
or ! x; x(Q) 1.4e+06 ; b
and y() = /I +y%y+y
do !xy; g() 1.2e+06 f
or ?gx; ()
or 'by; yO
and bQ) = 1e+06
& 2oyt 50 E v eith
gt 8e+05 -
100 f 50 ventually either:
un o5y, 6e+05
all x all 'y
4e+05
’ noy nNo X
2e+05
| 0 nob nob
0 0.0002 Plotting: Live
S\rlﬂulation Halted, Time = 0.000191 (902 points at 3.7905e-07 simTime/sysTime) v
q »

The final majority is robust (insensitive to possible noise)
because a significant majority always stays a majority:

The final outcome is correct if the initial disparity is

w(v/nlog n)

N.B. a deterministic (ODE) simulation with x=y
would not converge ever!

€



A Digression about Other Switches |

« The AM network is an ‘optimal’ switch in a
computational sense. How does it compare with
other switches?

e Let us first compare the ‘kernel’ of AM without
feedbacks (i.e. ‘double phosphorylation’) with
the Goldbeter-Koshland switch

 And then compare the full AM network with GK
plus the same feedbacks as AM



Double-Phosphorylation Switch

L _I

r X+E—->E+Db AM without E kinase/ !
Ultrasensitive b+E—>E+y feedbacks PhospiE
(but no hysteresis) y+F—>F+b

b+F—>F+x
X—b—
File Edit Simulation View Data Pens ==

directive sample 100000.0 1000 SPiM x0

@5 SPiM Player 1.13

do 'e; E() or ?kille; (
do ’f F() or ?kil1lF; (

jee

d1rect‘|vg p'lot x(); yO; bQO; FOeQ) (% T1me( 10000 j [ - y0

new kille:chan new killF: chan 9000

and F()

and ;Z ’2.0)!() or 7f; x() 7o00 F
et clock(p:proc(int), t:float) = 6000

(val dt= 100.0 run step(p, 0, t, dt, dt)) 5000

else delay@dt/t; step(p,m,t,n-1. 4000

val a b0
new time:chan /

and x()

(" Produce one p(m) every t sec)m‘th precision E:3000

and step(p: Rro((mt) miint, T: f'\cat n:float,

let Time() = ?rime; EZZO EZO

new e@. chan new f@a:chan
let Q) 8000 X y X
and g() \
with m incremented from 0 *
if n<=0.0 then (p(m)|step(p,m+l,t, dt)dt)) E: 00 E: 00
0,d
let schedule(n:int) = 3000
(Time();
if n<1000 then ()
e}se 1; n<4000 then E()n 2000
else if n<8000 then !killE
else () F:] 00
directive sample 100000.0 1000 ]| 1000,
directive plotx(); y0); b(0; FO;EQ (*;Time()*) \ 4 /‘
vala = 0.0001 run 10000 of x() - <1

new e@a:chan new f@a:chan run 100 o 0 «

new killE:chan new killF: chan i E]Qck(schedu]e 10.0) 0 18203 Plotting: Paused
new time:chan Slmulaunn Halted. Time = 179022.697659 (1790 points at 599 01 simTime/sysTime)

let E() = do le; E() or ?killE; () LI

= FQ or 2killF; O
0
b0
and b() = do ?e; y() or ?f; x() < 1

let clock(p:proc(int), t:float) =
(* Produce one p(m) everyt sec with precisiondt,
with m incremented from 0 *)

Kd »1 .
[+ 3]
(valdt=100.0run step(p, 0, t, dt, dt))

s stplproing i ot s dfoa) = Initially 10000 x, noy, 100 F, no E.

else delay@dt/t; step(p,m,t,n-1.0,dt)

E growing from 0 (t=100) to 3000 (t=400) then back to 0 (t=800)

let schedule(n:int) =
(Time();
if n<1000 then ()
else if <4000 then E()
else if <8000 then IKillE
else ()

)

run 10000 of x()
run 100 of F()
run clock(schedule,10.0)

| N




The Goldbeter-Koshland S

Ultrasensitive
(but no hysteresis)

directive sample 600.0 1000

directive plot S();P0;F(;E0;ES0;FPO (*;Time0 *)
vala=1.0

vald = 1.0

valk =1.0

new es@a:chan new fp@a:chan

new killE:chan new killF: chan

new time:chan

(*S+E<->SE->P+E
P+F<->PF->S+F
)

let SO = ?es; ()

and E() = do les; ES( or 2illE;

and ES() = do delay@d; (S0 |E) or delay@k; (PO|EQ)
and P) = ?fp; 0

and F() = do fp; FP() or 2killF; ()

and FP() = do delay@d; (P)|F0) or delay@k; (SOF0)

let clock(p:proc(int), t:float) =

(* Produce one p(m) everyt sec with precisiondt,
with m incremented from 0 *)

(val dt=100.0 run step(p, 0, t, dt, dt))

and step(p:proc(int), m:int, t:float, n:float, dt:float)

if n<=0.0then (p(m)|step(p,m+1,t,dt,dt)

else delay@dt/t; step(p,m,t,n-1.0,dt)

let Time() = ?time; ()

let schedule(n:int) =
(Time();
if n<1000 then ()
else if <3000 then E()
else if <6000 then IKillE
else ()

)

run 10000 of SO
run 1000 of F()
run clock(schedule,0.1)

S+E,SE—> P+E

P+F4,PF> S+F

- SPiM Player 1.13
File Edit Simulation View Data Pens

directive sample 60000.0 1000

dwrec:we p'Im: sO;PQOFOEQESO;FPO (%5 Time() *)
val a
val d
val k = 1.
new es@a: chan new FB@a:chan
new kille:chan new kil1F: chan
new time:chan

10

(*5S+E<>5E ->P+E P+F<->PF ->5+F
&

)

let S() = ?es; ()

and EQ) = do 'es; ESQ) or 7kil [¢]

and ES() = do delay@d; (S()IEO) or delay@k; (PQIEQ)
and P() = ?fp; O

and F() = do !fp; FPQ) or 7killF; Q)

and FP() = do delay@ed; (P()IF()) or delayek; (sQIF())

let clock(p:proc(int), t:float) =
(* produce one p(m) every t sec with precision dt,
with m incremented from 0 *)
(val dt= 100.0 run step(p, 0, t dt, dr))
and step(p: ﬁro: (int), m:int, ﬂcat, n:float, dt:float)
if n<=0.0 en (p(m)\step(p m1,t,dr,dr))
else delay®dt/t; step(p,m,t,n-1.0,dt)

let Time() = ?time; ()

let schedule(n:int) =
(Time(Q);
if n<1000 then ()
else if n<3000 then E()
else if n<6000 then 'kille
else (O

run 10000 of s()

< (T

O ==
10000 7 o SH
E(J
9000 ‘
&
2000 P
7000 P S
6000 E=2000
5000 E=1000 E=]1000
4000 0 E=0
3000
- 1 i F=1000
1000 1 1 .
PN
0, 60000 Plotiing: Live

S—)

Sninulauon Halted. Time = 59974.693885 (1000 points at 14.278 simTime/sysTime)

| »

Ll

< foEs

V|

Initially 10000 S, no P, 1000 F, no E.
E growing from 0 (t=100) to 2000 (t=300) then back to 0 (t=500)
The first switch happens at t=200, the second at t=400.

€
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witch

E

_I

enzymatic !

P

E/F ratio can be lower: GK is a ‘better’ more sensitive switch.



Can GK do majority switching?

GK in "AM configuration” enzymatic
== S+ P g3, PS> P+P [

d () d d lay@d; (P(S0) or delay@k; (PO |P()

P+S4,5P > S+S S— P

dSP() d d l y@d (S()\PO) rdelay@k; (S0 1S0)

n 10000 of SO E

run 10000 of P()
al SPiM Player 1.13 o o)

File Edit Simulation View Data Pens

directive sample 0.001 1000 7 SPiM S0
directive plot sQ;rQ;prsQ;sPQO 10000 PO
val a = 1.0 PSO
val d = 1 0 a=n
val k = 9000 |

and Ps() = do de'lay@d (F(?\S()) or delayek; (PQIP(Q))

new sp@a chan new ps@a:chan

let 5() = do 7ps; or !s 8000 \ S > P
and P() - do ?sp; () o sO 70007\
and sP() = do de'lay@d (S()\P()) or delay@k; (sQI1s0) A

run 10000 of s() 6000 \
run 5000 of P() .

5000 T

4000

30001 |

2000

1000

0
0 0.001

S ulation: Halted, Time = 0.001166 (356 points 2t 0.0036616 simTime/sysTime) | _|
« »

Plotting: Paused

LCHCIRETEA =S

GK in "AM configuration” does not compute a majority.
— The initial minority goes down to O

— The initial majority goes down to maj,_, - min,_,

- When maj,_, ~ min,_, the system cannot decide.

S @ & w w T4

L €1



r 71

‘Double phosphorylation’ motif is key

_I

7 AM autocatalytic GK X

enzymatic

L] XD:X§5<_;£

Y —

T T 1 !

It is not just a non-linearity of the x-y transition
mechanism that matters:

it is the 'double phosphorylation' network structure
of AM, with a common 'undecided’ state.




Chemical Constraints

L _I

A

« The AM circuit is ‘chemically demanding’

o It requires x molecules to be ‘next’ to y molecules
beacause they interact directly

o It requires both x and y to be catalysts, and in fact
autocatalysts, and in fact each-other’s autocatalyst!




Network Transformations

L

« An example of relaxing those constraints

o This circuit works just as well as the original, but it no
longer requires x to be ‘next’ to y. They no longer
interact directly. Instead, they interact through an
additional x,-y, equilibrium.

directive sample 0.0002 1000
directive plot x(); y(); b()

- g~ - a
I 4t Srmuation _View Dats_Pans
irective sample 0.0002 1000 7 = valr =10.0
directive plot xOi yO; b0 20000 — . new xy0@r:chan new yx0@r:chan
fival r = 10.0 e L new x0y0@r:chan new yOx0@r:chan
new xyO@r :chan new yx0@r :chan 18000 /
new xOy0ar :chan new yoxodr :chan / new bx@r:chan new by@r:chan
[lnew bxér:chan new byr : chan / .
i—— 16000 / X f—
do Toy0: ?)0 / let x() =
o ib¥; x .
or 1y0x0; x() 1aooo / d°|7XY0x b0
/ .
fand yo = 12000 or 'bx; x()
do’ 2yx0; b() / or ly0x0; x()
or by y() /! !
or xbyel Y0 10000 D i
5 X \ -\\ and y0 =
or oy ¥ L | v \.\ do ?yx0; b()
1by; y0)
and yo() = w000 N or !by; v
do 1xy0(); y0) Nt .
o At 3 e or 1x0y0; y0
[and x00 e 000 e | o
do 'yx0(); x0( b ¥ =
| or mxoy0; yoOy 2000 B | an 7() )
| \ do ?bx; x()
run 10000 of x() run 10000 of x0¢) N
run 10000 of y() run 10000 of y0() . or ?by; y()
ot 0.5002 Ploting: Live.
SSloton e, T - 000155 398 s o1 4848005 srTineeTi) - and y0() =

do !xy0(); yOO
or ?y0x0; x0()

and x0() =
do lyx0(); x0()
or ?x0y0; yo()

run 5000 of x() run 5000 of x0()
run 5000 of y() run 5000 of yO()

cf. pe2b



Network Transformations
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A

« Another example of relaxing constraints

o Build an Approximate Majority network that requires
only x to be a catalyst. How?

o Enter the Cell Cycle switches...



Some Notation

L

« Catalytic reaction e

X+z—->z2+Yy

X—>y

 Double ‘kinase-phosphatase’ reactions

Z

Z

X;J'dy = xe= b=y
! S
w |



Zero-Input Switches

L

« ‘Zero-input switch’ = majority circuit:
just working off the initial conditions,
with no other inputs.

« Step 1: the original AM Network

val r = 10.0
new xy@richan new yxr:chan 18000
new bxerichan new byer :chan
teex) - e
do Pxy; b()
or yx xQ)
or i x8  aoe
and y() =

L4
do’ fxy; go 12000
X —_— b —_— g
and b() =

/
f
/
do 7bx; x() b /
or by} yO) a000, /
/
run 10000 of x(3 o
run 10000 of y o =
N\
4000 P
\
2000 Y
\
e
2 L] Plating: Live
kS e ) |
‘ v




Zero-Input Switches

L

« Step 2: remove auto-catalysis

o By introducing intermediate species w, r.

o Here w breaks the y auto-catalysis, and r breaks the x
auto-catalysis, while preserving the feedbacks.

o W and r need to ‘relax back’ (to z and t) when they are
not catalyzed: s and t provide the back pressure.




Zero-Input Switches

L _I

« Step 3: transform a double-positive loop ony
into a double-negative loop on x.

o Instead of y (actively) activating itself through w, we have z
activating y (which is passive). To counteract, now x has to
switch from inhibiting y to inhibiting z.

..

T

« So that y no longer catalyzes anything
o All species have one active and one inactive form

L €1 _I



Zero-Input Switches

L

« Still an AM circuit

directive sample
0.0005 1000
directive plot x(); y();

b0
* 20; w0; r(); s0; t0;
p0; 90 *)

val rt = 10.0

new xcat@rt:chan
new zcat@rt:chan
new rcat@rt:chan
new scat@rt:chan
new tcat@rt:chan

let x() =

do !xcat; x()

or ?zcat; b()
andy() =

?rcat; b()
and b() =

do ?rcat; x()

or ?zcat; y()
and z() =

do !zcat; z()

or ?xcat; u()
and r() =

do !rcat; r()

or ?tcat; q()
and s() =

Iscat(); s
and w() =

?scat; u()
and u() =

do ?scat; z()

or ?xcat; w()

(The equal-likelihood outcome

here is around 4500 y vs 5500 x, T
and can be adjusted by s/t ratio) L]

do ?xcat; r()
or ?tcat; p()

run 1000 of s()
run 1000 of t()

All rates are equal.

run 10000 of p()
run 10000 of z()

run 4500 of y()
run 5500 of x()



The Cell Cycle Switch

(Some of the bistable states can be
enzymatic rather than AM.)



More Zero-Input Switche

« Other designs

o A version with no external bias (s,t) where y is still
non-catalytic and x and z are self-catalytic.

o Both x and z have an ‘inactive’ form, y and w,
although the both are double catalysts.

2 B — Y b
%2 SPM Plave_'lﬂ - | B 3 = directive sample 0.0003 1000
File Edit Simulation View Data Pens directive plot x(); y(); b()
directive sample 0.0003 1000 - i ; 20 wO: SO
directive plot x0; y(Q; bQ 10000 il ft‘ (%5 20; w0; s0)
*; z0; wQ; sQ % b0
val rt = 10.0
ival rt = 10.0 88889
new xcat@rt:chan new xcat@rt:chan
new zcat@rt:chan 77778 new zcat@rt:chan
Tet x() = -
do Ixcat; x() 6666.7 Ieijx({— -
dor('j’zcat; b() 07-XCﬂtt,|;<(())
and y() = or ?zcat;
d?g((:gt; b() 85908 andy() =
do ?xcat; x() 44444 ?xcat; b()
or 72(at yQ and b() =
and do ?xcat; x()
1
g? 7:2:{-; 58 233 or ?zcat; y()
and w() = and z() =
d?zcat; u) 22222 do !zcat; z()
a dg(%z;at 20 or ?xcat; u()
or ?xcat; w() 11111 and w() =
5000 of 2() Tacat w0
run of z du) =
run 5000 of w 0 an
Q) 0 0.0003 Plotting: Live, do ?zcat; z()
run 5000 of x(3 Sn'\ulalmn Halted. Time = 0.000254 (737 points at 8.1511e-05 simTimelsysTime) or ?xcat; w()
run 5000 of y() 1>

run 5000 of z()
:] run 5000 of x()
run 5000 of y()

N




One-Input Switches

L

« Hysteresis in AM-like switches
Sy 10000 b 0

7500

5000

rx 2500

directive sample 0.02 1000
directive plotx(); y0; sx(); sy() (* b0; *)

valrt=10.0 . n
valrx = 5.0 SPiM x0)
new xcat@rx:chan 100007 o \
new ycat@rt:chan T, yU ek
new sxcat@rt:chan new sxkill:chan

new sycat@rt:chan new sykill:chan

let x() = sy() b b !
do xcat; x0 7500 ) 0 1 '
or ?ycat; b() L
or ?sycat; b() \
rx=
do lycat; y() . \
or ?xcat; b()
orTaxeat; b0 5000

and b() = —
do ?xcat; x() —

or ?sxcat; x()
or ?ycat; y()

or ?sycat; y() 2 500

and sy() = do Isycat; sy() or ?sykill; ()

and sx() = do Isxcat; sx() or 2sxkill; (
run 10000 of y() P‘\ v

run 1000 of sy() 0 D -

let clock(p:proc(int), t:float) = 0 0.02 0.0

(* Produce one p(m) everyt sec with precisiondt,
with m incremented from 0 *)

(valdt=100.0 run step(p, 0, t, dt, dt)

and step(p:proc(int), m:int, t:float, n:float, dt:float) =

if n<=0.0then (p(m)|step(p,m+1,t,dt,dt))

else delay@dt/t; step(p,m,t,n-1.0,dt)

let schedule(n:int) =
if n < 10000 then sx()
else if n < 20000 then !sxkill;()
else ()

run clock(schedule,0.000001)



One-Input Switches
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r 1

« Hysteresis vs. feedbacks in cell cycle switch

x0 10003 "¢

) y(0
el 750
rererence

¢ all rates are equal. 250

1000 " :.;;0 10007 ¢ Z:o
- 750 | initial conditions:
. ( 1000 of y
‘ 1000 of z
2501 | 1000 of p
04 )2 1000 of t
@ oy 200 of s
Without pos-pos Without neg-neg 100 of sy
feedback feedback

varying sx 0 to 1000 to O

L €1 _I



Two-input Switches

| had rediscovered (but not analyzed so well) the same
system, while looking for a memory circuit.

The point here was not computing majority, but
switching easily and quickly and stably.

Artificial Biochemistry. Luca Cardelli

7b ,/" 7b i :\\ > g2009 In A.Condon, D.Harel, J.N.Kok, A.Salomaa, E.Winfree (Eds.) Algorithmic Bioprocesses. Springer 2009. DOI:
| 4 i lb 10.1007/978-3-540-88869-7_22. ISBN: 978-3-540-88868-0. Auxiliary Materials: = Simulations, = Figures.
(<=0 =E))!
: i A In Figure 34 we show a modified version of the
el a7 ?a groupies, obtained by adding an intermediate state
shared by the two state transitions. This automaton Sy
200 SPIM 559 SPiM has very good memory properties. The top-left and
AD top-center plots show that it is in fact spontaneously
100 100 gg bistable. The bottom-left plot shows that it is stable l
0! 0 in presence of sustained 10% fluctuations produced
0 0.1 0 0.1 by doping automata. The bottom-center plot shows X ~—> y
100xA, 100xB 100xA, 100<B : . : : €

time is comparable to the stabilization time. In addi-
0 tion, this circuit reaches stability 10 times faster than S X
mux( A+B), |nx;\d+nd) ll](lx( A+B), del .“d 10xad 3 4 the original groupies: the top-right plot shows the

SPiM SPiM ) tha‘t, although resistant to permrbanons., it can be
switched from one state to another by a signal of the
01 ! I same magnitude as the stability level: the switching

convergence times of 30 runs each of the original

Figure 34 Memory Elements groupies with 2 states, the current automaton with 3
states, and a similar automaton (not shown) with 4

states that has two middle states in series. The bot-
A+B->B+C - i il

tom-right plot is a detailed view of the same data,
B —+ A -> A + C showing that the automaton with 4 states is not sig-

nificantly faster than the one with 3 states. There-
C+A->A+A .

fore, we have a stable and fast memory element.

C+B->B+8B N



Oscillators




The Trammel of Archimedes

« A device to draw ellipses

o Two interconnected switches.

o When one switch is on (off) it flips the other switch on
(off). When the other switch is on (off) it flips the first
switch off (on).

X1 «—— Y1

X €< VY;

en.wikipedia.org/wiki/Trammel_of_Archimedes



The Shishi Odoshi

A Japanese scarecrow (scare-deer)
o Used by Bela Novak to illustrate the cell cycle switch.

L

Up e——=dn
€M
oty T > full
tap

empty + tap 2 tap + full

up + full 2 full + dn http://www.youtube.com/watch?v=VbvecTIftcE&NR=1&feature=fvwp
full + dn > dn + empty
dn + empty 2 empty + up To make it into a full trammel (dotted line), we

could make the up position mechanically open the
tap (i.e. take up = tap)

L €1
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The 2AM Limit-Cycle Oscillator

L _I

« Two AM switches in a Trammel pattern

A

[FFactive S3mpTe 0,001 10000 - |
& 10; y10: b

directive sample 0.001 10000

X W— y ::S :‘ mn3 directive plot x1(); y10; b10; x20;

§ i g wor . - v20:b20

valr =10.0

new x1cat@r:chan
new ylcat@r:chan
new x2cat@r:chan
new y2cat@r:chan

vals = 8.0

new x1cat2@s:chan
new ylcat2@s:chan
new x2cat1@s:chan
new y2cat1@s:chan

Be67

Fun 3666 of x1() : let x1() =
=i g i o e PR do IxIcat; x10
f d’ 12" == 4 or Ix1cat2; x1()
K4 | b or ?ylcat; b1()
> L c] ° L or ?y2catl; b1()
andyl() =
- do lylcat; y1()
AR ] w00 N . wu orlylcat2;y1()
/ o oy an or ?x1cat; b1()
33 { \\ \ \ or ?x2catl; b1()
so6s7 f ".y \ \ and b1() =
- | 1 i f do ?x1cat; x1()
! I | or ?x2catl; x1()
| \ I\ \ or?ylcat; y1()
e X A\ \ or ?y2catl; y1()

un 3333 of x20)
in 353 of 30
n 3333 of 0200

The red reactions need to be slower
(even slightly) than the black reactions,
but otherwise the oscillation is robust.
Oscillation stops at 10 vs. 10 and 1 vs.
10. Here the rates are 8(red) vs 10(black)
top, and 2 vs 10, bottom.

73

\ A N let x2() =
503 / V\‘ % do !x2cat; x2()
| [ or 'x2catl; x2()
or ?y2cat; b2()
or ?x1cat2; b2()
and y2() =
do !y2cat; y2()
or ly2catl; y2()
or ?x2cat; b2()
or ?ylcat2; b2()
and b2() =
do ?x2cat; x2()
or ?ylcat2; x2()
Siruiaton:Halid, Tina = 0001000 (3637 poins 43 85386- siTenaieysTine) bl or ?y2cat; y2()

Pl I» or ?x1cat2; y2()

2 6 RO CIREIE =S

26657
2000
13333

saseT

(Simple limit-cycle oscillators in the B
literature have very critical rate ranges.)

run 3666 of x1()
run 3000 of y1()
run 3333 of b1()

run 3333 of x2()
run 3333 of y2()
run 3333 of b2()



The Switch Module

outX?2 outX1 |_TT

outYl



Replacing Switch Modules

inXY
Replace '
.._IB
outX &— X QJ.T Y —-e outY
inYX
With Etc..

inXY




Modified Oscillator

x2cat

zcatl

]

y2catl

X
27»\’2

x2catl

y2cat

rcatl]

Vi

.

o) SPiM Player 1.13
File Edit Simulation View Data Pens

val rt = 10.0
val st = 8.0

new xcat@rt:chan
new zcat@rt:chan
new rcat@rt:chan
new scat@rt:chan
new tcat@rt:chan
new x2cat@rt:chan
new y2cat@rt:chan

m

new zcatl@st:chan
new rcatl@st:chan
new x2catl@st:chan
new y2catl@st:chan

let

x() =

do !xcat; x()
or 7zcat; b(Q)
or ?y2catl; b()

dg ?rcat; b()
or 7x2catl; b()
b() =

and

and =
do 7rcat; xQ)
or ?x2catl; x()
or ?zcat; yQ
or 7?y2catl; y()
and z() =
do !zcat; z()
or !'zcatl; z()
or ?xcat; uQ)
and r() =
do 'rcat; rQ)
or !rcatl; rQ
or ?tcat; q()

sQ) =
tscat(); sQ =
4| 1 »

and

directive plot x(); y(); b(Q); x2Q); y «

10000

90909

81818

72727

63636

54545

45455

36364

27213

18182

909.09

SPiM

b0
x20

z()
Q)

0.001

Simulation: Halted, Time = 0.001000 (9953 points at 1.3593e-05 simTime/sysTime)

Plotting: Live

CICINL]

w| S a0l 28]

a0

J



Constant-Influx Oscillator

5 SPiM Player 1.13

As in the Shishi Odoshi
(and the cell cycle)

[ File Edit Simulstion Yiew Data Pens

new y2cat@r:chan

val s = 8.0
inew x1cat2@s:chan

new y2catias:chan

let x1() =

do !xlcat; x1()

or Ixlcats; x1()

or ?ylcat; bi()
2cati; b1()

g

o
and y1

do o 10,
or lylcatd; yl
or 7xlcat; b1()
or 7x2catl; bl(}
and b1() =

do Zxicat; x1()
or 7x2cati; xXI(
or ?ylcat; y1()
or 7y2cati; y1()

2() =
o !x2cat; x2
or 2y2cati b2
e xlcat2; b2()

o ly2car; y2()
or iseatii yi0)
or 7x2cat; b2()
or Tylcat?; b2()
2

i x20)
or ?ylcat2; x2()
or Ty2cat; y2()
or 7xicar2;” y2()

et (g() -

x2catl; cy()
run 3666 of xlEg
run 3000 of

run 3333 of b1(0)
run 3333 of sz)
run 3333 of y2¢)
run 3333 of b20)
run 2000 of cy()

[directive sampTe 0.0025 10000
directive plot x10); yi(); b1Q); x2Q); y20;

b2(;

9551
8054.1
83571
77602
71633
65663
5069.4
53724
47755
41786

35816

238781 §
17908

11939

58684

0 00022169 Proting: Live
ipuiaion: o, e = 0002217 Q1411 poicte ot 2420705 drlimmieyTive)

i

ODCRRCEE

directive sample 0.001 10000
directive plot x1(); y1(); b1(); x2();
y20; b2

valr =10.0

new x1cat@r:chan
new ylcat@r:chan
new x2cat@r:chan
new y2cat@r:chan

vals = 8.0

new x1cat2@s:chan
new ylcat2@s:chan
new x2cat1@s:chan
new y2cat]@s:chan

let x1() =
do Ix1cat; x1()
or 'x1cat2; x1()
or ?ylcat; b1()
or ?y2catl; b1()
andy1() =
do lylcat; y1()
or lylcat2; y1()
or ?x1cat; b1()
or ?x2catl; b1()
and b1() =
do ?x1cat; x1()
or ?x2catl; x1()
or?ylcat; y1()
or ?y2catl; y1()

let x2() =
do !x2cat; x2()
or ?y2cat; b2()
or ?x1cat2; b2()
and y2() =
do !y2cat; y2()
or ly2catl; y2()
or ?x2cat; b2()
or ?ylcat2; b2()
and b2() =
do ?x2cat; x2()
or ?ylcat2; x2()
or ?y2cat; y2()
or ?x1cat2; y2()

let cy() =
Ix2catl; cy()

run 3666 of x1()
run 3000 of y1()
run 3333 of b1()

run 3333 of x2()
run 3333 of y2()
run 3333 of b2()

run 2000 of cy()



Constant influx

r i SPIM Player 113 el
File Edit Simulation View Data

or ?yZcatl; yO - PiM
ang”z )"~ 4 10000 .

zcatl @ 20
or ?xcat; u() 9375

x2cat O o

or | rr_a(l; rQ) 8750

380 s0
Scat0: s
and_w) = o
7scat; u0)
" s Dscat; 0 7500
(o grea
0 =
L8 0 6a75
y2ca g

ar 7:3[;- a0 6250
% e rO
_/\) or reati pQ) 5625
'Ieldxz() - 5
lo ! x2cat; x2
® & ian ag s
or ?rcacl; b20)
land y2() =
do yzcat; y2() 4375
or Jyecatl: 120
XZcat i
or 7zcatl; b2 3750
land b2() =
- do ?x2cat; x2()
or zzcacii w2y nzs
or ?yZcat; y2
2 cat or 7rcari: y20)
y z 2500
et cy() =

x2carl; cy()
1875

irun 3000 of s()
irun 4200 of t()

run 10000 of pC)

run 10000 of z(3 125

ron 288 oF 53

run o

fun 2333 of bO) 625

o

run o 00075455

Fun 3333 of b2¢) haskstidnad Plotting: Live
Gt Hata, T = DU0ZE48 Q275 it 2119200405 e To)

run 3000 of cy() 1]

4 Cwlee) e w =y

+ Still working fine with the
| - replaced switch.




The Novak-Tyson Oscillator

“« First switch

o Is the ‘transformed’ AM | (L
switch in one-input k «<—— |
configuration (driven by —>
constant influx of cyclin). V(I) ? S

« Second switch h < 4 <L . —

o Is a simple two-stage switch . ——> «— ___<|Q\
working as a delay (the first % ? O™\
switch is so good in terms of ' X Y — e
hysteresis that the second J) _T? \
switch is not very critical for D—>r , cyclin
oscillation). «— Vi A

 Connection t?

o The feedback from second to
first switch is a bit complex, - | |
since both x and y are e,
repressed by degrading
Cy CI | n. An d th er e are more Department of Biology, Virginia Polytechnic Institute and State University, Blacksburg, Virginia 24060-0406, USA
details still.



L
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One of Ferrell’s Oscillators

Second switch

o Replaced by a one-stage
switch. The oscillation still he<— f
works, but is it harder to o
obtain (parameter tuning).

Cell, Vol. 122, 565-578, August 26, 2005, Copyright ©2005 by Elsevier Inc. DOI 10.1016/j.cll.2005.06.016

Systems-Level Dissection of the Cell-Cycle
Oscillator: Bypassing Positive Feedback
Produces Damped Oscillations

Joseph R. Pomerening,” Sun Young Kim, cyclin B mRNA cycle faster 1
and James E. Ferrell, Jr. (Hartley et al., 1996). The accum
Department of Molecular Pharmacology to the cyclin-dependent kinase
Stanford University School of Medicine proper circumstances, this comp
269 West Campus Drive, CCSR 3160 and phosphorylates mitotic subs
Stanford, California 94305 sition from interphase to mitosi

mitosis back to interphase is driv




Conclusions




L

Conclusions

« A vast literature on cell cycle switching

O

O

Ferrell et.al., Novak-Tyson et.al., etc.
Mostly ODE based analysis, plus noise

Many bistable transitions have different implementations
in different cell cycle phases and organisms
(phosphorylation, enzymes, synthesis/degradation, etc.)

o We focused on a mechanism that can only be seen

c A

©)
©)
©)

O

stochastically (quick majority switching with x=y)

range of ‘network transformation’

Can explain the structure of some natural networks
From some non-trivial underlying algorithms

Discovering the transformation can elucidate the structure
and function of the networks

But how can we say that these transformations ‘preserve
(essential) behavior’?
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